
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

 

 

WHITEPAPER 2023 

The rise of industrial explainable 
artificial intelligence (XAI) –  
Insights across the AI life cycle 

This whitepaper is intended to be beneficial for decision makers, product and 
project managers as well as AI experts and developers. 
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Brief Summary 
In this whitepaper we shed light on several pressing questions surrounding the increasing use of explainable 

artificial intelligence (XAI) in manufacturing applications.  

 

Explainability is quickly becoming an essential component of industrial-grade AI. It is necessary throughout the  

AI life cycle, from business considerations to monitoring and maintenance of productive AI systems. The benefits 

and difficulties of explainability are interwined with AI and domain expertise. Additionally, explainability might 

contribute to meet the transparency and human oversight requirements of the upcoming AI Act. 
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1. Key findings 
As the impact of artificial intelligence in manufacturing environments continues to increase, Industrial-grade AI 

and the related field of explainable AI (XAI) will play an increasingly important role. Furthermore, explainability is 

expected to play a role in meeting the transparency and human oversight requirements of the upcoming European 

Union AI Act. Our key findings are summarized below. 

Figure 1: Key findings 
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2. Introduction 

The emerging role of Industrial XAI  

Artificial intelligence (AI) is taking the world by storm. It is also fast becoming a reality in many industries, 

including those operating in manufacturing environments. 

 

For effective implementation in industrial production, it is essential that AI models fulfill certain requirements 

specific to the industry. Key characteristics of these so-called Industrial-grade AI systems include reliability, 

robustness, testability, traceability, certifiability and explainability. The ability to efficiently scale available 

resources, processes and technologies is equally important. Despite growing AI pervasiveness in manufacturing, 

moving from an initial concept to a widely deployed AI model of industrial scale still poses significant challenges. 

On top of that the upcoming EU AI Act will also require explainability for high-risk use cases which we expect to 

become relevant for industrial use cases that relate to safety as stated in article 13: “High-risk AI systems shall be 

designed and developed in such a way to ensure that their operation is sufficiently transparent to enable users to 

interpret the system’s output and use it appropriately.” (European Commission, 2021, p. 50). 

 

Special focus of this white paper was directed at explainable AI (XAI), which serves as a key attribute both for 

Industrial-grade AI as well as the development process itself. Explainable AI is a relatively new and emerging 

concept in manufacturing and refers to key factors that influence the results of AI systems in a way that 

allows human users to understand and trust them.  

 

XAI has already proven its efficacy in academic disciplines, delivering impressive results with image, text, tabular 

and time series data. The potential advantages of XAI for manufacturing environments and machine learning 

operations (MLOps), by contrast, have found only minimal consideration as of yet.  

Figure 2: Conceptual image that compares Industrial AI with and without explainability at the shopfloor 
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3. The Whitepaper research approach 

Listening to what the experts are saying 

To explore the relevance of XAI across the entire AI life cycle of production industries, we conducted a series 

of in-depth interviews with 36 key experts and decision-makers. The group included both Siemens 

participants (21) as well as external authorities from various domains not affiliated with Siemens (15). 

 

Each interview lasted between 45 and 60 minutes. The discussions were recorded and followed a predefined 

questionnaire, but also left room for responses that were not related to the original guidelines and questions.  

   

  

Figure 3: Overview of the interview participants and their roles  

 

 

 

  

Role  
Domain 

Industrial 
Automatization 

Technical 
Associations 

Auto- 
nomous 
Vehicles 

Startups 
Research 
Institutes 

SUM 

Data   
Scientist 

7 – 1 3 – 11 

Researcher 

 

– – – 3 3 

Sales 3 – – – – 3 

Safety   
Engineer 

2 – 1 – – 3 

Team  
Lead 

1 – – 2 – 3 

Service  
Technician 

2 – – – – 2 

Certification 
Engineer 

– 2 – – – 2 

Manager 3 – 3 2 – 8 

Domain   
Expert 

1 – – – – 1 

               SUM      19 2 5 7 3 36 
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4. XAI insights across the AI life cycle 

Explainability benefits all tasks 

Analysis of the interviews brought forth several key insights. Above all, it was found that explainability is not only 

beneficial for the technical properties of AI models, but for the entire development process that leads to a specific 

model and to the tasks that follow. XAI has the potential to positively impact every stage of the AI life cycle, from 

the initial business considerations to the data preparation, modeling, evaluation as well as deployment, 

monitoring and maintenance. 

Figure 4: Representation of the AI life cycle 

 

Business considerations 

 

AI as a business enabler 
As AI maturity continues to evolve, expectations of how to evaluate its success are gaining in importance. The days 

of simply riding the AI hype wave are over. Today’s AI products, services and solutions strongly focus on financial 

measures. XAI is also quickly gaining relevance as a means for enabling business: 

• To enhance differentiation in competitive environments 

• To gain access in strongly regulated markets (e.g., food, pharma, aerospace) 

• To address requirements of the upcoming EU AI Act 

• To ensure meaningful interaction between humans and AI along the whole life cycle 
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Model building starts with building trust 
Explainability is also vital to increase trust and Transparency in AI – not only in technology, but also in terms of 

business habits, customer relations and brand perception. “Fear of the unknown,” for instance, was found to be 

present at all organizational levels, although for different reasons. End users and domain experts tend to fear job 

loss and replacement by AI. Management level fear of the unknown is often accompanied by anxiety regarding the 

reliability and robustness of the AI system.  

 

Brand reliability helps to increase customer and user confidence in the technical reliability of AI systems. The need 

for change management and iterative approaches to help overcome a lack of trust when introducing AI systems 

was frequently highlighted. Honesty, in general, was found to be very important for sustaining trust in AI models, 

as were traceability, data transparency as well as information about how AI systems are built and what their 

limitations are. 

Data preparation 

Creating effective AI models is a collaborative effort that begins with data gathering and 

preparation. 

Collecting the right data 
Proper data gathering as needed for solving a particular problem during a typical AI project requires the combined 

expertise of many individuals and roles, in particular, that of data scientists and domain experts. The latter provide 

support with data selection and with defining the “correct” data to be collected. They also help AI developers to 

understand data quality evaluation. Both tasks are essential. Measurement and domain expertise must be 

combined to acquire data suitable for AI model building. 

Ensuring data quality 
Equally important, especially for achieving AI model objectives such as performance, trustworthiness, auditability, 

and maintainability, is the quality and quantity of available data. Data coverage and variety also play a vital role for 

developing robust AI functionality, safety arguments, and for proper model building in general. Defining the 

required data coverage is a task for entire teams: domain, machine learning and safety experts. 

 

Although XAI typically only plays a major role after modeling, several experts stated that it helps with the iterated 

cycles between model building and data collection; for example, with determining influential data points that are 

then checked for data quality, data bias and potentially incorrect label issues. 
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Modeling 

Developers of AI systems, as the interview findings show, have a strong desire to understand 

how models work at multiple levels, including the underlying math and algorithms, but also, 

more concretely, how models reach predictions that directly touch on the topic of explainability. 

XAI is not yet put fully into practical use in manufacturing 
Some developers are already using available XAI tools, for example, to link modeling and evaluation with 

computer vision methods. The tool stack of AI practitioners already includes standard techniques from the XAI 

literature. Many developers would welcome additional XAI tools, provided that they were convenient and offered 

additional benefits for their domain. 

 

By contrast, a number of the data scientists that were interviewed still preferred to focus exclusively on 

performance metrics. They view XAI tools as being of limited relevance, raising doubts about their technical 

capabilities to deal with complex models and about general assumptions typically associated with XAI models. 

Their statements also provide an indication of the gap that still exists between research and practical application. 

Collaboration and communication are key 
AI model development for the real world is critically dependent on close collaboration between data scientists and 

domain experts. Domain-specific input is essential for selecting features, understanding model limitations and for 

proper model development in general. Integrating domain knowledge into AI models is a key responsibility of data 

scientists. The latter face tremendous challenges if they have no access to domain knowledge. 

 

XAI helps to facilitate collaboration between data scientists and domain experts. However, in the case of domain 

experts, it is important to present XAI in their “language,” using semantics familiar to them. 

Evaluation 

Testing AI models in industrial settings is challenging and frequently not adequately 

addressed through conventional machine learning techniques such as proper train-validation-

test splits. 

No access to real environments 
For many use cases, AI developers lack access to data that accurately reflects realistic operating conditions. We 

strongly recommend testing AI models at the customer’s site and under realistic circumstances. Extensive on-site 

testing also helps to increase trust. 

Insufficient testing options 
There is also a lack of established testing approaches. According to developers, there are three different ones. 

First, there is: 

• Black box testing, which only deals with input-output relations 

And second, two pre-specified testing approaches: 

• One that defines edge cases and generates synthetic test data 

• The other involves cross-functional teams, including domain experts, that cooperate to define relevant test 

cases/scenarios and carefully select datapoints 
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Particularly the last approach has shown to be effective in addressing general data quality and data insufficiency 

challenges. It is crucial that domain experts thereby assist data scientists in evaluating model decision correctness 

and in defining relevant test cases and scenarios. Data scientists reportedly spend significant time and resources 

on communicating with domain experts. XAI can help to bring about relevant communication efficiency 

improvement. 

The question of responsibility and liability 
Testing and validation are also crucial for the responsibility and liability that developers, product managers, 

product owners and even entire companies assume. The need for risk control, ownership and responsibility has 

many facets: 

• End users of AI systems overweight mistakes, accidents and wrong decisions 

• Authorities demand safety measures and certification 

• Companies have product liabilities that also apply to AI components 

• AI models generally decay over time, but someone must assume responsibility for ensuring long-term 

functionality 

As the interview findings show, data scientists tend to be averse to assuming responsibility for their AI 

developments, citing struggles to accurately test models and difficulties in understanding the risks associated with 

AI. Company-wide recommendations included the introduction of processes to ensure AI traceability and defining 

complete chains of responsibility for AI products and solutions. 

 

Regarding technical measures aimed at mitigating AI risks, participants proposed building “safety net processes” 

and programmed “safety fallbacks.” This is not the same as “safe AI” where the AI component itself is safe. The 

topic of proving safe AI was also discussed, given the fact that statistical measures such as accuracy are generally 

not accepted by authorities, prompting some companies to even stop planned market launches. In this case, AI 

testing difficulties become a barrier for innovation. 

Rethinking AI safety 
Addressing standards, regulations, and safety-related concerns with currently available XAI methods is a complex 

undertaking. Various factors need to be considered. 

Future standards and audits 
While there was general consensus that current standards were inadequate, opinions regarding the role that XAI 

should play in defining future regulations differed greatly. 

Certification in safety-critical fields 
AI systems certification for safety-critical use cases such as healthcare, public transport, industrial automation, and 

shopfloor control will likely be mandatory in the future. However, views on implementation varied greatly. Some 

called for the certification of the entire system, rather than just the subsystem. Others proposed that the 

development process itself be certified. It was noted that end-to-end AI systems certification may prove too 

difficult. Some argued that certification should be made contingent on the implementation of monitoring 

processes as part of the certification process. 
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How to do certification for AI is still unclear  
With respect to the methodology, some suggested black-box testing, as the details are not relevant for 

certification. One participant felt that understanding the AI was not necessary for certifying units. Many, however, 

did recognize the value of XAI for certification, citing various reasons: 

• XAI could help certification authorities understand AI models 

• Explainability could become a mandatory feature to satisfy regulators 

• It would require developers to understand model characteristics and decisions 

• XAI would likely be a separate component of the certification process 

Demand for up-to-date best practices to accurately evaluate AI safety is tremendous and will continue to grow. XAI 

can assume a key role in future safety methodologies – for example, in providing tools for identifying errors, safety 

verification and to facilitate safety audits. It can help strengthen AI safety arguments beyond qualitative reasoning, 

even as a requisite component for functional safety validation. This will require a selection of independent and 

redundant XAI tools used in combination with traditional approaches. 

Deployment 

AI models should be designed to integrate seamlessly with existing systems. There is also 

evidence that acceptance of new systems is increased when guidance for users, drill-down 

capabilities and root cause reasoning are provided. 

The tricky task of scaling 
Scaling XAI poses multiple challenges that are not only of a technical nature: 

• XAI is computationally complex 

• Scaling requires experts capable of interpreting XAI method outcomes 

• XAI itself does not scale, because it needs to be domain and role specific 

To make a specific example, most XAI techniques so far are developed with AI experts in mind. Hence all 

information from explanation systems comes in the semantics and language of AI experts and are, therefore, no 

real explanations for experts in other domains. Hence, further translation of the explanations is needed. 

 

There is evidence, however, that XAI that are able to perform this translation tasks can support AI scaling by 

enabling non–AI experts to build, understand and use AI models. 
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Monitoring and Maintenance 

Effectively monitoring and maintaining AI systems involves equally critical and also difficult 

tasks requiring various profiles and skill sets. In addition to highlighting helpful strategies and 

best practices currently in use, the interviews also underscored the potential XAI holds for 

facilitating the monitoring and maintenance of AI systems. 

Training non-AI experts  
In essence, monitoring and maintenance functions can be performed by non-AI experts with many different 

backgrounds – application engineers, automation engineers, service technicians, operators, even newer profiles 

such as DevOps engineers.  

 

AI engineers were frequently mentioned as ideal candidates. After all, they designed the system. AI monitoring 

and maintenance involves many tasks that only they can perform. Sometimes junior data scientists are hired as a 

means of also providing them with the necessary foundation for their new roles. In other cases, the development 

team initially handles the monitoring and maintenance tasks before transferring the responsibilities to other 

personnel. What is important is that they be provided with adequate training, user-friendly interfaces, dashboards 

and other tools. 

 

Potential strategies and best practices  
Monitoring systems do not scale if human oversight is required. However, even simple alterations may need to be 

inspected manually. To minimize human intervention, it is essential that monitoring systems be self-sustaining, 

holistic and as automated as feasible. 

 

Whereas some experts emphasized the need to monitor the functionality of a model, others felt that monitoring 

should focus on the data rather than the model. Still others noted that, with certain applications, neither the 

model nor the data should be monitored, but rather the business metrics. 

The growing importance of XAI-based support 
XAI is expected to play an increasingly important role in supporting operational and monitoring tasks of AI 

systems, especially for the purpose of enhancing AI maintainability, strengthening trust and mitigating safety 

concerns. One drawback: XAI is not able to identify causal relationships in the data, yet it provides tools for model-

causal insights that allow users to identify the factors that lead AI models to certain decisions.  

 

The following conditions and requirements were identified as essential for XAI systems used to support monitoring 

and maintenance: 

• Proper handover and explanation of the model to person monitoring it 

• Error/incident handling support for persons monitoring the model 

• Support for ad hoc questions and requests  

• Maintenance support 

Also, it was noted that the interface for these XAI monitoring solutions must be intuitive and user-friendly and, 

ideally, allow persons monitoring the system to resolve issues independently. 
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Figure 5: Representation of the AI life cycle with central findings from the interviews 

5. Conclusion 

Actionable XAI insights across the AI life cycle 

Findings of the interviews showed that XAI can provide valuable support across the entire life cycle of 

Industrial-grade AI systems used in manufacturing. For one, XAI enables easy integration of stakeholders at 

various stages. It offers a variety of tools for removing barriers between roles and can be adapted for individual 

backgrounds and expertise. This is a key benefit. The development and operation of effective AI systems requires 

quality input from various stakeholders throughout the life cycle. 

 

Through its ability to improve AI project team communication efficiency, XAI helps to streamline process stages 

such as data preparation and model evaluation. It can provide assistance with certification, for example, in 

helping authorities better understand AI models. XAI also shows tremendous promise for facilitating machine 

learning operations (MLOps) tasks such as commissioning, monitoring and maintenance.  

 

Knowing that competition for highly trained Industrial AI personnel is fierce, recruitment efforts for AI 

monitoring supported with XAI should be widened to include non-AI experts from diverse backgrounds: 

application engineers, automation engineers, data scientists, service technicians and operators. 

 

Interview findings confirm our assumption that explainability not only has relevance for the technical 

properties of AI systems, but also for human-centric dimensions, in particular, trustworthiness. To enhance 

confidence in AI models, it is essential that all stakeholders have access to the Industrial-grade AI development 

process. In addition to enabling easy adaptability to wide-ranging use cases, XAI seamlessly integrates different 

roles and stakeholders along with their individual needs: 
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Developers find XAI particularly useful for debugging, testing, and evaluating AI 
systems. 

 

 

Domain experts are generally interested in the relevant components and the overall 
logic of AI systems. 

 

 

Service technicians focus on AI (un) certainty, drill-down capabilities, and root causes 
of alarms / incidents. 

 

 

Decision makers, managers and sales personnel, also customers and users with some 
degree of AI system accountability also need to be better informed about XAI. 

 

While there is still uncertainty as to how XAI is best deployed and what level of detail users require, interview 

recommendations stressed the need to present XAI in easily accessible forms.  

There was general consensus that users should be involved in the XAI system process, for example, with the help 

of user studies, tests, feedback and carefully designed UX interfaces. To be a genuine benefit, XAI must assume 

the design and semantics that users are familiar with. 

 

XAI has the potential to greatly improve the productive use of Industrial-grade AI. Although features are relatively 

new and still evolving, we are already supporting customers with a variety of AI model development, logging, 

monitoring and debugging products and services. Our AI Inference Server provides a host of advanced industrial 

applications for standardizing AI models on the Siemens Industrial Edge. The AI Inference Server also enables AI 

model deployment as content for a standard Industrial Edge app. These are just the beginnings of our commitment 

to building strong AI capabilities for manufacturing together with partners. 

 

In the spirit of building an ecosystem, to address the upcoming AI Act let us work together on how to improve 

industrial AI systems with explainability. Hence, this whitepaper is also a call for discussion and collaboration. Only 

together we can unlock the power of industrial-grade AI. 
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